How do we build an In-house
Government Document Understanding Service

The technical development journey
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Direct Motivation - PRS for MOH

e Foreign Nurse Registration involves the submissionand
review of multiple documents (e.g., passports, nursing ﬂ. | MI‘NISTRY OF HEALTH
education transcripts, certificate verifications) \ (

e All the documents are being processed manually

e This leads to high error rates for mismatched inputs
during submission, and low efficiency during review SINGAPORE NURSING BOARD

e The MOH system is sensitive-high

nnnnnnnnnnnnn

nnnnnnnnnnn

nnnnnnnnnnnnnnnnnnnn
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<



How we got started - initial architecture

.

Off-the-shelf Document Analyzer API
(e.g., AWS Textract, LLMs)

f
 —

Scanned
Documents

PASSPORT REPUBLIC OF SINGAPORE

Type Country Code  Passport No
PA  SGP X2000444N

Name

LINDA NG ZEE ZEE

Sex  Nationality

P~ F SINGAPORE CITIZEN
~ Date of birth Place of birth
27 JUN 1977 SINGAPORE
- Date of issue Date of expiry
— 23 AUG 2005 23 AUG 2010

Modifications Authority
o R SEE PAGE 2 MINISTRY OF HOME AFFAIRS
A National ID No
$7788888H

First name

LINDA

@ Textract

Expiration date

23 AUG 2010

Date of issue

23 AUG 2005

Place of birth

PASGPNGLK<LINDAKZEE<ZEE<<LLLLLLLLLLLLLLLLLLLKL
X2000444N4SGP7706275F100823257788888H<<<<<96

SINGAPORE

-  —_—
7 —_—
f —

Structured
Outputs

Document number

S7788888H

Date of birth
27 JUN 1977

ID type
PASSPORT

Mrz code

P<GPNG<<LINDA<ZEE<ZEE<<<<<<<<<<<<<<<LL<<<<L<L<
X2000444N4SGP7706275F100823257788888H<<<<<96



Okay! Mission Accomplished! But...

We need an in-house solution to
process sensitive-high
documents, that can function with
no internet access

So, we cannot use 3rd-party
Commercial Off-The-Shelf
(COTS) solutions; even if we can,
most of them cannot provide
satisfactory performance.



Overall, our in-house solution is better than COTS!

e >100 real document submissions from PRS were collected for comparison
e 3 different document types were tested

e Our in-house solution performs much better than COTS consistently across all types

Document Type AWS Textract Our Solution
(Commercial Off-The-Shelf) | (In-house & On-prem)
Passport 54/78 (69.2%) 76/78 (97.4%)
Transcripts of Nursing Education 8/16 (50.0%) 13/16 (81.3%)
Practising Certificate 11/18 (61.1%) 17/18 (94.4%)

* The reported accuracy above is measured at the document level. It checks if all the text for target entities can be correctly
OCRed/extracted for each document.



Many are also

e Majority (>60%) docs
incurred errors when
uploading, preventing
further questions

Extract only text from images and files.

7.pdf

No text extracted

&3} DeepThink (R1)

uestioning: why not just use LLMs?

e The rest were even worse, with the LLM
confidently returning incorrect results

25.pdf

Can you extract the passport holder name, date of birth, issue date, place of issue, passport

number, and all other key information from this scanned document?

@ The scanned document you provided does not explicitly mention the passport holder's name, date of

birth, issue date, or place of issue. However, it does contain some key information about the passport.

Here's what can be extracted:

Wrong Statements
Key Information Extracted:

1. Issuing Authority: The passport is issued in the name of His Majesty the Yang di-Pertuan Agong of

Malaysia.

N

. Purpose: The passport requests and requires all relevant parties to allow the bearer to pass freely

without hindrance and to provide necessary assistance and protection.

w

. Validity: The passport is valid for all countries except Israel.

IS

Number of Pages: The passport contains 30 pages.

Should be 50 pages

* These screenshots were tested as of 2-Feb-2025 in DeepSeek-R1 and GPT-01

. 9d086406-eb9d-4{29-bec4-686b...
PDF

who owns this document, and what is the date?

The document indicates "25 1984 28" on page 1, which might relate to a specific
date, potentially January 28, 1984. Ownership details or the full date context is

unclear. Could you provide m: ontext or clarify your inquiry further?
Wrong Statements

this seems to be a marriage certificate, who is the bride
and groom?

From the document, the names of the contracting parties (bride and groom) are not
immediately clear due to the formatting and quality of the text extraction. However,
it seems to mention names like "Benjamin G. Asucm" and a possible female name,

though it is distorted in the extraction.
There is no such name

in the document



Building an end-to-end solution took longer than expected

The implementation wasn'’t as
Joumey* | TS " é straightforward as we initially
Start » thought though. Here is the start...




We start from comparing locally-hosted OCR engines

e
— Text Extraction with Local OCR Engine > 25

Structured
Outputs

Scanned

Documents G Tesseract OCR

/33 K% PaddleOCR

Easy
OCR

i =k

* All above are under Apache, the local deployment would be suitable for even commercial usage



Try before making the choice - local OCR comparison

0 * PASSPOKI1 @ REPUBLIC DF SINGAPORE
a Tesseract OCR - —
£, G0 KZ0unsssn  X2000644N
_INDA NG ‘EE ‘EE W
e One of the earliest open-source OCR engines S N i B
funded in 1980s by HP; handed over to L) e z0S 28 AU 2N
Modifications Autnormy
Google In 2006 ‘hé’. ;.;l.mnmn::“: MINLSIRY OF 40ME AFFALKS

e LSTM-based algorithm for line/word

deteCtlon and C|aSSIﬂeI’-based Character PASGPNGLK<LINDA<KZEE<ZEE<<<LLLLLLLLLLLLLLLLLKLKL

XZUUULLLNLSGP/ (U6Z2/5FTUUB252S( (BBB888H<<<<<Y6

recognition.
e Deep Learning framework was not popular - High text recognition error rate
that time, thus it wasn’t used much. - High chance of missing words

- Wrongly separate words within the same field


https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/33418.pdf
https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/33418.pdf
https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/33418.pdf

Try before making the choice - local OCR comparison

[E_asyj PASSPORT M [REPUBLIC OF SINGAPORE]|
—OCR:

b =4

e Text detection is implemented using CRAFT
algorithm with VGG-16 as the backbone in
PyTorch.

e Text recognition is backboned by CRNN, e —
Consisting of ResNet as feature extraction, 3'/IPASGPNG<<LINDA<ZEE<ZEE<<<<<<<<<<<<<<<<<<<<<<l
LSTM as sequence encoder and CTC as the 3. 3[x2000444N4S5GP7706275F100823257788888H<<<<<96]

decoder.

- Better at word detection
e The overall framework is modernized, but still Worse recogpnition error rate _
) - Better at finding long-field text, but still not
doesn't benefit from the latest satisfactory

transformer-based architecture.


https://github.com/clovaai/CRAFT-pytorch
https://github.com/clovaai/CRAFT-pytorch
https://arxiv.org/abs/1507.05717
https://arxiv.org/abs/1512.03385
https://www.bioinf.jku.at/publications/older/2604.pdf
https://www.cs.toronto.edu/~graves/icml_2006.pdf

Try before making the choice - local OCR comparison

13/ T3P [PASSPORT] [REPUBLIC OF SINGAPORE] 1: PASSPORT 0. 997
7’ / &R PaddleOCR - 2: REPUBLIC OF SINGAPORE  0.971
] 3: Type 0.989
. INDA NG ZEE ZEE ) 4: Country Code 0.974
e Text detection by default uses DB++, ) 2 {ii“”g"é,gﬁ(’ 0. 924
a ResNet-50 backboned model with 7. SGP  0.997
8: X2000444N 0. 948

Differentiable Binarization and
Adaptive Scale Fusion.

9: Name 0.997

10: LINDA NG ZEE ZEE 0.942
11: X2000444N  0.955

12: Sex" 0.858

e Text recognition by default uses EASOPNG<<LINSACIEECIRE ssaxnnsounannesnneeed 13 Nationality 0.959
.. . 14: F 0.871
SVTR, a Vision Transformer-like - 15: SINGAPORE CITIZEN 0,978
backboned model, with faster
inference and higher accuracy - Almost perfect at text detection and recognition

- Runnable on CPUs with 2-3s per page, but much faster

e An additional text direction classifier on GPU at <10ms per page

to deal with deskewed inputs.


https://arxiv.org/abs/2202.10304
https://arxiv.org/pdf/2205.00159

Larger-scale testing on bigger dataset

e We tried extracting the text fields from EdisonTD dataset*, using the three different

local OCR engines S
o >200 passport images from various countries e YT e — 0
e Paddle OCR did consistently well, s e s
. _ UNITED GREAT BRITAIN AND NORTHERN IRELA Mo
while the performance from P e 0 s
Tesseract and easyOCR were consistent too R g% Somes

R e R e 0 L

D issance
01 JAN / JAN 95

SexsSexe (5) Place o bithvLieu de nassance (6) "‘M <KL
¥ LONDON A
issue/Date f 5 <<<K<<<b
27 Nov 7 “Nov 19 timpo - B
SRR :
Pl €€4<<<<08

P<GBRUK<SPECIMEN<K<KANGELA<ZOE<<K<LLLLLLLLLLLKKLK
99922314236BR9501016F2911272<<<<<<KLKLLLLKL<L<00

(on the negative side) :(

o

* EdisonTD is an open dataset covers containing information about travel and travel-related documents from almost every country on the globe


https://www.nidsenter.no/en/services/reference-databases/edison-td/

Now, we are ready to go!??

Developer*

We have finished development and
are ready for deployment

}  *Testers




There is always a gap between expectation and reality

Expectation

& phiipg

P<PHLDELA<CRUZ<<MARIA<<<LLLLLLLLLLLLLLLLLLLK
POOO0DOOAOPHLB003166F2106269<<<<<<<<L<L<LLL<<02

- Always in png or jpg format

- Perfectly cropped with a central view

- Highest possible scanning quality

- All samples are normalized to the same size

- No rotation or significant image skewing

Reality

- Most are in pdf format

- Actual image can be anywhere, with noisy background
- Scanning quality varies significantly

- Image files come in different sizes

- Rotations are very common with random angles



But technically, what do they mean?

e Straightforward ones
o Inputs are in pdf format — Convert pdfs into jpg/png formats
o Images are rotated — Deskew the image based on the text direction
o Images come in different sizes — Normalize the size @3 Textract

e [ess intuitive ones
o Scanned images are low-quality, even mature
commercial OCR engines cannot do the job

No results

m  Computer vision tricks to enhance the quality




Add the Preprocess module into the pipeline

.

Scanned
Documents

Image

Preprocess

Format converter
Size normalization
Image cropping
Re-normalization
Image deskew
Text enhancement

f
) —

EEE— ) —

o —
) —

Structured
Outputs


https://huggingface.co/dslim/bert-base-NER
https://spacy.io/universe/project/video-spacys-ner-model-alt
https://huggingface.co/docs/transformers/en/model_doc/layoutlmv3
https://www.llama.com/
https://huggingface.co/microsoft/Phi-3.5-MoE-instruct

Zoom into image pre-processing

@ﬁ

Image
Loader /
Converter

| Normalize

Image

Image
Cropping

Image
deskew

Re-normal
ize Image

Text
Enhance




Zoom into image pre-processing - image cropping

(e)

Normalized
Image

Grayscale

and

Smoothing

Thresholdi

Morphological

ng

Opening and

Closing



https://www.geeksforgeeks.org/python-grayscaling-of-images-using-opencv/
https://docs.opencv.org/4.x/d4/d13/tutorial_py_filtering.html
https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html
https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html
https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html
https://docs.opencv.org/4.x/d7/d4d/tutorial_py_thresholding.html
https://docs.opencv.org/4.x/d7/d4d/tutorial_py_thresholding.html
https://docs.opencv.org/4.x/d1/d32/tutorial_py_contour_properties.html
https://docs.opencv.org/4.x/d1/d32/tutorial_py_contour_properties.html

Zoom into image pre-processing - image deskew

) )
Calculate CNN-based
Cropped .| _Hough - Skewed = 0°vs 180°
Image Transform o
Angle Classifier



https://docs.opencv.org/3.4/d9/db0/tutorial_hough_lines.html
https://docs.opencv.org/3.4/d9/db0/tutorial_hough_lines.html

Zoom into image pre-processing - text enhancement

De-skewed :
Image Erode Dilate Blackhat

EPUBLIKA NG PILIPINAS | REPUBLIC OF THE PHILIPPINES Z&=

PO000000A

5 AR 1980
F MANTLA
27 JON'2C

26

P<PHLDELA<CRUZ<<MARIA<LCLLLLLLLLLLLLLLLLLLKL P<PHLDELA<CRUZ<<MARIAL<<CLLLLLLLLLLLLLLLLLRLKL P<PHLDELA<CRUZ<S<MARTASK<CLLLLLLLLLLLLLLLLLLL
POO0OOODOAOPHLB003166F2106269<<<<<<<<<<<<<<02 HL8003166F21 POO00000AOPHLBO003166F2106269<<<<<<<<<<L<<<<02
———— s
e S e s



https://docs.opencv.org/3.4/db/df6/tutorial_erosion_dilatation.html
https://docs.opencv.org/3.4/db/df6/tutorial_erosion_dilatation.html
https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html

Now are we ready for production usage yet?

| THINK

N

IMMISSING
SOMETHING




Yes, we get good OCR results, but what's more?

u 1. PASSPORT  0.997 16 Date of birth  0.959
[ope TCoumy Code | [ 2: REPUBLIC OF SINGAPORE  0.971 17: Place of birth 0.974
3: Type 0.989 18: 27JUN 1977 0.953
o 4: Country Code  0.974 19: SINGAPORE 0,997
5: Passport No  0.924 bo: Date of issue 0.984
PORE CLTLZE 6: PA  0.992 te of expiry 0.924
H 7: SGP 0.997 AUG 2005 0.915
o Detect text bounding boxes FWG 200 .00
9: Name  0.997 ba: Modifications 0.986
. . 10: LINDA NG ZEE ZEE 0,942 ity 0.993
o Recognize text in each box
12: Sex" 0.858 : MINISTRY OF HOME AF RS 0.946
3: Nationality ~0.959  National I No 0.
F o 0.871 S7788888H  0.990
c SINGAPORE CITIZEN  0.978  PASGPNGCCLINDACZEECZEEC<<C

Document: PASSPORT ©

country sop PASSPORT B REPUBLIC OF SINGAPORE

Type County Code Pusport No
PASP x

20004448
Nome
' surname NG
LINDA NG 26E Z€E PN

¥ Sichrone crrizen
Fosh
firstname LINDA ZEE ZEE - - D ot bt ac st v
27 JN 1977 SINGAPORE
e Due o e o
23706 2005 23 AUG 2010

o Accurately map relevant text fields into : in 5 B

S
\be X2000444N
preload ed taxonomy S PASGPNG<<LINDA<ZEE<ZEE<<<<LLLLLLLLLLLLLLLLLKL
birth_date 27 Jun 1977 X2000444N4SGP7706275F100823257788888H<<<<<96
o Discard irrelevant text fields from OCR
date_of_issue 23 Aug 2005
place_of_birth SINGAPORE
passport_photo true
personal_number $7788888H

authority MINISTRY OF HOME AFFAIRS



KIE using LayoutLM as a downstream task after OCR

. T, T, Unaligned Aligned Vy V3
e Pre-trained transformer for - Pttt
o  Masked language model (MLM) oS [ S TW”A”“"T }
o Masked image model (MIM) =T
o  Word patch alignment (WPA) [ Multimodal Transformer }
e Aclassification head for KIE in v ) (550 (55 (o) () ) P (i) (i) () )
downstreaming usage P (00 (D) (0 (BB (6D 50 ) (50 0 G0 &5
?’ﬂiﬁ?ﬁg (fcLs] | [maski| [mask]) [ T, ) (7 ) (ser1) (tseer ) (v ) [[MASK]] [[MASK]] [ v, ]
® In Iayman’s terms (T) (T2) B TeEEEEE (Unaligned) ____(/_\I_lg_n_e_d; ----- (2) (V)
o  The model uses multimodal info, ﬁ
m word meanings and positions ﬁ
m image content and positions -mW:fding i e e -m“geafing
m text-image alignment — k | .D H —
Document Image Image Patches

* Reference: Huang Yupan, et al. "Layoutimv3: Pre-training for document ai with unified text and image masking." ACM International Conference on Multimedia, MM 2022 [paper] [code]


https://arxiv.org/pdf/2204.08387.pdf
https://github.com/microsoft/unilm/tree/master/layoutlmv3

Oh no! we are lacking training samples — data augmentat:on
Border Crop Add Noise

And random
combinations of
them

Original Image



We also need the right page from the right document

- Passport

Transcripts

Certificate

« ID card
Input documents Stage 1. Stage 2.
Document-level Page-level

Classifier Classifier



Document classifier — vision features

| A photo of Text
"l a {object}. Encoder
\ 4 \ 4 A4 \ 4
Tl T2 T3 TN
Image I I,'Ty | 1T, [ 1T ‘T
Ehsadat 1 rh (LT Il g "IN
\ 4
A photo of
a aog.

Few-shot Training Images: Iy

Few-shot Labels: Ly

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

K l’ Ftram K l L’{ram
1/1| |[1|oj0| |ojoj0o| |ojo0 |0
C v.[0lof |oj1j1] 1j0j0| o00| o
0jo|""|ojojo| ""|o|1|1| " |1/0j0| " |0
'lojo| |ofojo| |ojojo| |oj1j1| |1
NK NK

| Few-shot Knowledge Retrieval

11

Keys Values
> CLIPs = C —
Vlsual Encoder A > ache Model

test

Knowledge Incorporation

T I ‘P(ft stFLram) Ltrain § hb'% g §
est Image CLIP's Classifier N
CLIP's Knowledge M
«— | WF
frestWE

CLIP (Contrastive Image-Language Pretraining):
Trained to match similarity between image and text
caption pairs. Most similar caption used as prediction.

Tip-Adapter: Cache image features of a few training examples
and their one-hot encoded labels. Take weighted sum of CLIP
logits and Tip logits before making prediction.




Document classifier - text features and ensembles

Top 20 Word Frequencies PASSPORT

Top 20 Word Frequencies PC
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Top 20 Word Frequencies VR
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Top 20 Word Frequencies TNE

1400

Ensemble

1200

BaggingClassifier to
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S
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1000
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d

Ine vision an

comb

text classifier

400

Achieves 97% F1 for
in-house PRS
documents

(@)

200



Zoom-in to double check low-confidence entities

DOUBLE,CHECK

Double-confirm entities

O

Some extractions could still
have low confidence scores,
especially for blurry entities

If confidence score is low, we
zoom in and re-do a local
OCR

DFA MANILA




Further post-processing with domain knowledges

ST T e Date format normalization

01/07/1980 S —— o Different document type naturally has different
date format

2000-12-24 2000-12-24
24 Nov 2005 2005-11-24 o  Even for the same document type, different
September 24, 2010 ' 2010-09-24 country comes with different date format
i 0 i o Rules are added to normalize date according to
1272472 2202 document context
e Typo auto-correction & Field validation Allways ohek four
o  Quite often, OCR mis-recognizes one or two letters speling misteaks

among long sentences N
Maintain common words set and common OCR errors ¢

Check Levenshtein distance and candidate frequency SR [ N\ TITITTT
to auto-correct typos - e — 2o



Now, the completed pipeline looks like this!

e Paddle OCR
Scanned e LayoutLMv3 Structured
Documents Outputs
Image | Local , D7c|:Duam2nt , ngfé | | Post 5
Preprocess OCR 9 Process ‘=
Classifier Model
° qumat conyeﬂgr e CLIP vision model e  Zoom-in for double-confirm
e Size normal/;at/on e TF-IDF text model e Date normalization
e Image cropping e Typo correction
e Re-normalization e Field validation
e |mage deskew
e Text enhancement


https://huggingface.co/docs/transformers/en/model_doc/layoutlmv3

And here is the real production impact on PRS

e Integrated with PRS online submission system, providing
real-time document processing with 1-2s latency

SINGAPORE NURSING BOARD

e Launched publicly in June 2024

e 18% of applications were prevented from being routed back

ﬂ’f MINISTRY OF HEALTH
\
due to submitted information mismatches

Mandatory documents

1. Recent Passport size photograph (400 x 514 pixels) * o
Maximum 1 file allowed in this category. Please remove existing file if you

wish to upload a new file.

(@) @ recent_photo.png @

2. Passport or NRIC * 0
Maximum 1 file allowed in this category. Please remove existing file if you

wish to upload a new file.

2" passportMY.png @'

Scanning for malware..

[
@ 3. Training/Graduation certificates * o


https://www.healthprofessionals.gov.sg/snb/registration-enrolment/application-for-registration-enrolment

Can we move it further!

- That's Good!y,

wa

_But it can be better.



Let’s turn OCR into a white box — optimize from inside out

/OCR Engine

Text
Text , : Text
: Orientation "
Detection e Recognition

Classifier

PASSPORT PASSPORT
or
LMOdSSvd

[PASGPNG<<LINDA<ZEE<ZEE<<<<KLKLLLLLLLLLLLLLKLKL ]




Why fine-tune OCR models?

e Special and unique fonts are not uncommon
O  Educational certificates / transcripts

O  Professional verification certificates

O  Marriage certificates

e These cannot be reliably detected, classified,

or recognized

Repnbiic of the 214, ppines
Professional Regulation Commy
Regional Office PNo. G

Iloilo Cip

Ssion

Republika ng Pilipinas
> REPUBLIC OF THE PHILIPPINES #
FRomisyon sa Requlasyon ng mga Propesponal

PROFESSIONAL REGULATION COMMISSION

Fupon ng mga Narses

BOARD OF NURSING

Papat malaman na si

MEDINA COLLEGE

Lungsod ng Ozamiz, Republika ng Pilipinas
City of Ozamiz, Repubhc of the Philippines

antnl\maynn nito na si
fies that

HRosalyn 3 P Sorel

na ang kmp.x... ay pinagti Iny ng Patnugot ng Kawanihan ng Mataas na
whose eligibility for graduation has heen approved by the Director of Higher

Eduk ay ng Kursong
&{ueation has sat)s[actonly omploted the
]

Liaghazlor of Science m 1 Phusical @T!W%

sa Pamantasang ito. Blhmg stk aming inilagda and pangalan at selyo

mmmmmm

. ng Paaralan, ngayong ika >ziqlqwamput isa.....ng Marse....
pt 4 w21 st. ot March

Ciencia p Victud

e «grnlar H“'"rr

't PHILIPPINES
tt‘ Granten ruLe aurovosy sy Tik Costission ox Hicin Epveano: 5'11]
~

S

The Board of Directors of the Centro Escolar University,
upon recommendation of the faculty of the School of Nutrition < Hospitafity Management
and the University Council, ias conferred the degree

Bachelor of Science in Hotel and Restaurant Management

on



Fine-tune text detection model - DB algorithm as an example

Pre-trained ResNet-FPN (Feature Pyramid Network)

as the neck for image feature enhancement Calculate Differentiable

conv, upx2

F----- e . Binary (DB) map

! ! 1

I conv : ————————— B= 1+ e F(@-D
|

|
° Element-wise Sum

Up-sample with n{tio N
3*3 convolution:

- ﬂ approximate
binary map
~

threshold map BCE (Binary Cross-Entropy)
“““ 1\‘ oo as the loss function

conv, upx4

conv, upx8

probability map

16 132 BCE(p, g) = —g - log(p) — (1 g) - log(1 — p)
Detection head with 1 conv and

Pre-trained ResNet50 as the backbone 2 de-conv layers each for
for image feature extraction probability and threshold map

* Reference: Minghui Liao, et al. "Real-time Scene Text Detection with Differentiable Binarization." AAAI, 2020 [paper]


https://arxiv.org/pdf/1911.08947

Fine-tune text direction classification model

Pre-trained light-weighted MobileNet-v3 as the
backbone for image feature extraction

{ Efficient Last Stage
L/

£/
1x1 Conv
| N
; H-Sw
4 Swish

160 960

* Reference: Andrew Howard, et al. "Searching for MobileNetV3." ICCV, 2019 [paper]

1 FC (Fully Connected)
layer, followed by softmax
as the classification
head, with Cross-Entropy
as the loss


https://arxiv.org/pdf/1905.02244

Fine-tune text recognition model - SVTR as an example

ViT (Vision Transformer) Height progressively decreased network A fully connected layer using
based patch embedding as the neck to aggregate spatial features CTC (Qonpectlonlst Temporal
as the backbone into sequential ones Classification) loss as the head

Input: Hxwls BW AW AW C: e Wb, /
. 4 & ~ 8. 4 16 4
:’ . : 4 2 / :
. . ] .

& (]

syoolg Buxip
syoolg Buxip
syoolg Bumxip

_______

________

’
CCO i

1

H 5%
9 ||

= i == ¥ |Reshape

a grotEh

i 2
Co
nv E o %L,

|
Input \ Mixing Block A N__CCs__J

4
\\
4
/
1

@® Position Embedding @ Element-wise Add (7 Character Component © Activation Function

* Reference: Yongkun Du, et al. "SVTR: Scene Text Recognition with a Single Visual Model." |IJCAIl, 2022 [paper]


https://arxiv.org/pdf/2205.00159

Blurry detection - ask for immediate reupload if blurry

The Laplacian operator is applied
to an image by convolving the
operator with each pixel

Laplacian
operator

The result of the convolution is a
new image that highlights the
edges in the original image ]

2(a)
A Laplacian variance can be
used as a focus measure to
differentiate blurry vs. in-focus
images




Table detection & extraction - dealing with tables

e A two-step processing for tables

o Object detection using yolo to locate tables, if any

o Re-construct tables using table structure and cell locations, using SLAnet

UNIVERSITY OF SOUTHERN PHILIPPINES FOUNDATION

Salinas Drive, Lahug, Cebu City | Tel. No. 414-8773 | uspf.edu.ph | admissionsauspf.edu.ph

NURSING SUBJECTS OF THE BSN CURRICULUM

l 5 SUBJECT e | THEORETICAL | CcunicAy
: 3 INSTRUCTION | PRACTICE HOURS|
B e ooy e RN DURS | T e |
HEALTH SCIENCES
NgSc 1 - Anatomy and Physiology 54 108
NgSc 2 - Microbiology and Parasitology 54 54
PROFESSIONAL COURSES
PHC 1 - Primary Health Care 1 72 153
PHC 2 - Primary Health Care 2 54 102
Pharma 1 - Pharmacology 1 54
Nut 1B - Basic Nutrition 54
CHD - Community Health Development 54
NgSc 3 - Introduction to Nursing Research 54
Nursing 100 - Foundations of Nursing 36 51
Nursing 101 - Promotive and Preventive Nursing 144 408
Care Management
Nursing 102 - Curative and Rehabilitative Nursing 144 408
Care Management 1
Nursing 103 - Enhancement Skills 204
Nursing 104 - Curative and Rehabilitative Nursing 144 408
Care Management II
Nursing 105 - Nursing Management and 144 408
Leadership
TOTAL 1,062 2,304

Prepared by:

A. OUAN
Dean, Eollege of Health Sciences
University of Southern Philippines Foundation

Date Issued: July 7, 2023

Table
detection

NURSING SUBJECTS OF THE BSN CURRICULUM

UNIVERSITY OF SOUTHERN PHILIPPINES FOUNDATION

Salinas Drive, Lahug, Cebu City | Tel. No. 414-8773 | uspfedu.ph | admissions@uspf.edu.ph

HEALTH SCIENCES
NgSc 1 - Anatomy and Physiology

NgSc 2 - Microbiology and Parasitology

PROFESSIONAL COURSES
PHC 1 - Primary Health Care 1

PHC 2 - Primary Health Care 2

Pharma 1 - Pharmacology 1

Nut 1B - Basic Nutrition

CHD - Community Health Development
NgSc 3 - Introduction to Nursing Research
Nursing 100 - Foundations of Nursing

Nursing 101 - Promotive and Preventive Nursing
Care Management

Nursing 102 - Curative and Rehabilitative Nursing
Care Management [

Nursing 103 - Enhancement Skills

Nursing 104 - Curative and Rehabilitative Nursing
Care Management I

Nursing 105 - Nursing Management and
Leadership

TOTAL

144

144

1,062

51
408

408

408

408

2,304

Prepared by:

ean, College of Health Sciences
University of Southern Philippines Foundation

Date Issued: July 7, 2023

Reconstruct
tables

_

SUBJECT THEORETICAL INSTRUCTION HOURS CLINICAL/ PRACTICE HOURS

HEALTH SCIENCES NgSc 1 - A... 54.0 108.0
NgSc 2 - Microbiology and ... 54.0 54.0
PROFESSIONAL COURSES NaN NaN

PHC 1 - Primary Health Care 1 72.0 153.0
PHC2-Primary Health Care 2 54.0 102.0
Pharma 1 - Pharmacology 1 54.0 NaN

Nut 1B-Basic Nutrition 54.0 NaN

CHD Community Health Devel... 54.0 NaN
NgSc 3 - Introduction to N... 54.0 NaN
Nursing 100 - Foundations ... 36.0 51.0
Nursing 101 - Promotive an... 144.0 408.0
Nursing 102 - Curative and... 144.0 408.0
Nursing 103-Enhancement Sk... NaN 204.0
Nursing 104 - Curative and... 144.0 408.0
Nursing 105 - Nursing Mana... 144.0 408.0
TOTAL 1062.0 2304.0


https://github.com/ultralytics/ultralytics
https://arxiv.org/pdf/2210.05391.pdf

End-to-End delivery with a team of 3 data scientists

DATA SCIENTIST JOB - EXPECTATION

DEEP LEARNING

80%

MACHINE LEARNING

DATA SCIENTIST JOB - REALITY

MACHINE/DEEP LEARNING

DEVOPS

MAINTENANCE

DATA GATHERING
& CLEANING

SOFTWARE

ENGINEERING UNDERSTANDING PROBLEM



Tech Stack

Language Python, Typescript, Shell

FastAPI, Uvicorn, PyTorch, Transformers, OpenCV, PaddleOCR, OpenClip,

LGB Spacy, XGBoost, GIINER PyMuPDF, Ultralytics, PyTest

DevOps GitLab CI/CD, Kubernetes, Docker, CloudWatch, Parameter Store

AWS S3, ECR, ECS (CPU Fargate / GPU), ALB+ASG, SageMaker, NAT

Sloud Gateway, Lambda, EventBridge



Engineering practices - quality assurance with enough tests

Ensures each individual Ensures the end-to-end Ensures any new logic, Ensures the latency and
unit works as expected. outputs align with our models, or features scalability under certain
expectations. won’t cause a decline in workload.

the functionality of
existing systems.

test session starts
platform darwin -- Python 3.11.4, pytest-8.2.0, pluggy-1.5.0 -- /Users/yichao/Documents/document-understanding-service/.venv/bin/python

cachedir: .pytest_cache

rootdir: /Users/yichao/Documents/document-understanding-service
configfile: pytest.ini

plugins: anyio-3.7.1




Engineering practices — CI/CD workflow for in-house services

Mean time to merge ClCD Analytic
¢ Total: 353 commits 2 4 Total pipeline runs  Failurerate  Success rate
days

o Average per day: 0.7 commits 1,467 23% 74%

View all

O @@ (0o —~@ (=

Code Commit Build Unit Tests Integration Review Staging Production
Tests

Gitlab CI Pipeline CD Pipeline on GCC

Prod Usage

= e e e Em Em Em m Em mm mm

Related Code | I
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: I

I i + 8 T T Jo- |

=== =====- I ‘ dock | . :

: (I @ . & S e |:>' % Api Hlo- |

: n @ : : Argéz;n Amazon . AWS Lambda B [ kubernetes 15 :

I L I

I L I
I

: |
GCC Cloud AWs ECS : . Agency’s Infra
|

___________ l |________________________i____

Dev/UAT Review



Engineering practices - real-time metrics monitor dashboard

READ-API-Monitor

Overall Product Metrics (last 7 days)

Number of Requests Served i Total Process Pages

Jumber of Processet Number of Processed Pages.

Document

e One-single place to know your
deployed service

Overall Technical Metrics

CPUUtilization, MemoryUtilization, NetworkRxBytes, TaskCount

o Overall product metrics

o Technical metrics

Performance Breakdown (last 7 days)

Request Distribution

o Detailed views with breakdown
from different document types

o Real-time alarming if anything
goes wrong




Engineering practices — model iteration and versioning

Read container image

EUH AWS Cloud - DS BB AWS Cloud -Hub

@ Sagemaker Model Registry
Amazon Sagemaker P el

Model Package 1
22 B R

Processing  Training
Amazon S3 AWS Lambda

Amazon S3 Amazon ECR Model Package 2
A

Read model.tar.gz
Copy model.tar.gz D ImageExtractorRec
o —
|_| Version 2 (Approved)
m m Create model package .
Version 1 )
7fe5fcs ds12ef1 23811e0 e7eb61f 020c55¢ ImageExtractorPc

Update features Update dataset Adjusting input Add the new dataset Adjusting input
ang input parancters parancters and features parancters

U
U
[

Version 4 (Approved)

Version 3 (Approved)

o

Version 2 Approved)

O 0o

Version 1 (Approved)




Business highlights - unique advantages of READ

- Security Compliance ———)  Able to serve sensitive-high documents
(e.g. medical reports, PII, etc)

- Vision Extractions — Able to serve both text and visual data
(e.g. photo, signature, stamp, medical plot, etc)

&
( , Fixed infra cost means lower unit price
9) - Cost Efficiency : (much lower than COTS) with big volume
@

Able to achieve >95% accuracy with

- Accuracy & speed = 1-2s end-to-end delay*

* the accuracy and latency is reported based on the documents from our SNB/MOH use case, which is significantly better than COTS



What are our next steps?

lﬂﬂKINﬂ INTO




Product expansion - potential use cases beyond PRS

e Agencies handling complex documents/images/video preferably in
sensitive-high systems with large volume

G

MINISTRY OF HEALTH

Defence Science
Tec hnology Agenc y

GAPORE

e Enable complex document/image/video understanding capabilities for other

GovTech platform services
@VAs [EICLOAK AlBots




Technical advance — an Al agent to learn from the mistakes

e Complete the loop to automate model iteration with human-corrected outputs
o So that the same mistakes won’t repeat again and again

e All agencies can benefit from model iteration, without actually sharing the data

=7
’_ﬁ ooo
corrected = E E

outputs

Ul for human data storage s
validation =
%)
o
%) \ / be}‘
b AI N

o data source

Al model



Interested to know more? - the team is ready for questions

JIN Yichao CHONG Zi Kang SHEN Lin
Data Scientist Data Scientist Data Scientist

jin.yichao@at.tech.gov.sg chong.zi.kang@agt.tech.gov.sg  shen.lin@gt.tech.gov.sg

GOVTECH

SSSSSSSSS
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